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Speaker Bio

Mobile apps have embraced user privacy by moving 
their data processing to the user's smartphone. 
Advanced machine learning (ML) models, such as 
vision models, can now locally analyze user images to 
extract insights that drive several functionalities. In 
the first part, this talk describes how we capitalized 
on this new processing model of locally analyzing 
user images to analyze two popular social media 
apps, TikTok and Instagram. Our findings reveal (1) 
the insights vision models in both apps infer about 
users from their image and video data and (2) how 
these models exhibit performance disparities with 
respect to demographics. The second part of the talk 
explores users' understandings and perspectives on 
these models. We conducted a systematic study 
involving 21 Instagram and TikTok users to involving 21 Instagram and TikTok users to 
understand beƅer how the models influenced their 
experiences with the apps. We found that 
participants generally lacked awareness of what 
insights these models produced and when they were 
active within the apps. Our findings highlight key 
challenges and opportunities in improving 
transparency around machine learning models that transparency around machine learning models that 
process user data locally.
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